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Abstract— A common problem in bio medical data using neural 
networks for classification purposes are complex nature of the 
data, high dimensionality, convoluted and overlapping classes 
with their remarkable ability to derive meaning from 
complicated data, can be extract patterns and trends are too 
complex. Bio medical classification is a complex process to make 
decisions. Classification performance of the neural network 
suffers dramatically. This paper proposes neural network and 
data mining techniques are combined to automate biomedical 
classification processes to support decision. To improve the 
classification ability and behavior of neural network is used by 
pre-processing and pre-clustered data with the help of Rule 
based induction, Multi-layer perceptron model, nearest 
neighbor, Radial basics function and back propagation learning 
algorithm is employed to classify such complex tasks. The 
proposed clustering algorithm applied to the bio medical dataset 
to reduce the amount of samples to be presented to the neural 
network. It improves accuracy and computation time when 
applied to the publicly available benchmark bio medical dataset. 
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I. Introduction 
Data The scope of data mining is the knowledge 

extraction from large databases. It is an 
interdisciplinary area of research in databases, 
pattern recognition, information retrieval, machine 
learning, parallel, visualization and distributed 
computing. There are numerous applications in data 
mining such as customer relationship management, 
market and industry characterization, pharmacology, 
medicine, stock management, and biology. The 
mission of bioinformatics as a new and critical 
research domain is to use them to extract accurate 
and reliable information in order to gain new 
biological insights. Bioinformatics demands and 
provides the opportunities for novel and improved 
data mining methods development. 
 
Data mining classification is a process of 
identification in that raw data are converted to 

categorized meaningful information. It can be 
divided into two groups: supervised and 
unsupervised.  Many classification techniques 
including decision tree, neural network (NN), and 
support vector machine (SVM) and other rule based 
classification systems have been proposed. Neural 
network classification is supervised practical 
approach with lots of success in several 
classification tasks. However, its classification 
efficiency and accuracy is generally a problem, 
which discusses in this paper. It can be used to 
model complex relationships between inputs and 
outputs or to find patterns, High-quality data, the 
“right” data; an adequate sample size and the right 
tool are required to data-mine effectively. 

Neural networks represent a brain metaphor for 
information processing and how the brain actually 
functions. An artificial neural network (ANN), 
often just called a neural network. It is a 
mathematical model or computational model based 
on biological neural networks and biological neural 
system for data analysis. Neural networks provide a 
very general way of approaching problems. The 
construction of a Neural Network includes 
structure, encoding, and recall factors. Many Neural 
network models have been successfully applied to 
the solution of complex problems related to signal 
processing, classification, clustering, feature 
selection, data visualization, data mining, and 
information fusion. The aim is to synergistically 
merge the techniques with enhancing the overall 
performance of the neural network classification 
algorithm. The neural networks do not give explicit 
knowledge representation in the form of rules, large 
sample size, over fitting data, complicated relations 
between the input variables and the output 
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variables, slow learning process. To avoid this kind 
of ill goes through clustering the information which 
present in data mining concepts. 

II. RELATED WORK 

The quality and size of the biomedical training 
samples are crucially important for classification. 
The more representative samples introduced to a 
classification process produces more accurate and 
reliable results. A small sample size is not enough 
for a neural network to recognize all classes, 
whereas a large number of sample patterns can 
make the network over specific and require more 
computation time for training. The popular neural 
networks can be trained to recognize the data 
directly, whereas in simple networks there is a 
chance of the system being complex and training 
may be difficult. The time taken and the accuracy 
of classification depend on the dimension of the 
input given and dimension in the training data. 

Artificial Intelligence is a branch of science 
which deals with helping machines finds solutions 
to complex problems in a more human-like fashion. 
Artificial neural networks have been widely used 
for many classification purposes and generally 
proved to be more powerful than conventional 
techniques. ANNs require decisions on the part of 
the user which may affect the accuracy of the 
resulting classification. More accurate techniques 
based on Bayes theory, nearest neighbors, Rule 
based induction and neural networks were 
developed. Combined methods integrated with 
neural network or nearest neighbor approaches 
improve prediction accuracy. Many attempts have 
been made to speed up the convergence and 
improve the accuracy of neural network 
classification.  

III. METHODOLOGY 

In this study attempt to introduce a 
classification approach using the Multi-Layer 
Perceptron (MLP), Radial Basics Function, Rule 
Induction, K Nearest Neighbor with Back-
Propagation learning algorithm and a feature 
selection using information gain are used to classify 
biomedical bench mark data. The limitations of 
applying neural networks to analyse massive data 
mining databases require excessive processing. The 

characteristics of the selected training data are 
importance for the performance of a supervised 
classification process. To represent sample set of 
data selection must be performed with large number 
of sample patterns can make the network over 
specific and require more computation time for 
training in the learning process. 

The data have become available from different 
sources represents different characteristics which 
improves the accuracy of classification significantly. 
This classification has been made a lot of 
development, and the common algorithms for 
classification include K nearest neighbor algorithm 
(KNN), Bayes algorithm, Support Vector Machine 
algorithm (SVM), Decision Tree algorithms, Neural 
Network algorithm (Nnet), Boosting algorithm, etc. 
KNN is one of the most popular and extensive 
among these, but it still has many defects, such as 
great calculation complexity. In order to reduce the 
high calculation complexity, this paper used 
clustering method and chosen the cluster center as 
the representative points which made the training 
sets become smaller, so this algorithm reducing the 
complexity of traditional KNN algorithm, increase 
the efficiency and improve the accuracy of the 
algorithm.  
 

The constructed Algorithm 
1- Read the actual dataset of n attributes. 
2- Divide the actual dataset into two subsets: 

a. The first subset includes only tuples 
without noisy values of n attributes. 

b. The second subset includes only tuples 
with missing values of n attributes.  

3- Find the reduced subset of the first dataset.    
4- Reduced second subset by keeping only the 
attributes that were resulted from the reduced first 
data set and store the result in second reduced set. 
5- Merge the reduced datasets which passed into a 
ready-to-train dataset. 
6- Apply different methods of training in order to 
find the conclusion. such that:  
 Conclusion ← Train(RtTDS). 

a) Find the conclusion based on Rule Induction 
such that: 
(Conclusion)RI ← Train RI (RtTDS) 
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b) Find the conclusion based on K-Nearest 
 Neighbor (KNN) such that: 

            (Conclusion)KNN←Train KNN(RtTDS) 
c) Find the conclusion based on Radial Basics 

Function (RBF) such that: 
(Conclusion)RBF ← Train RBF (RtTDS) 

d) Find the conclusion based on Multi Layer 
Perceptron (MLP) such that: 
(Conclusion)MLP ← Train MLP (RtTDS) 

 
 Clustering is a data mining technique that 
separates the data into groups whose component 
belongs mutually. Every object is assigned to one 
cluster which is most similar. Clustering does not 
require a prior knowledge of the groups that are 
formed and the members who must belong to it. 
Cluster analysis encompasses a number of different 
classification algorithms that can be used to 
organize observed data into meaningful structures. 
Each object iteratively assigned to one cluster, and 
the center of each cluster is the mean of its assigned 
objects.  In general, the k-means technique will 
produce exactly k different clusters. The traditional 
KNN classification algorithm produces a high 
degree of calculation complexity. Improved KNN 
classification algorithm based on clustering center 
is proposed in the given training sets are clustered 
by k-means clustering techniques, and all cluster 
centers are taken as the new training samples, 
which indicate the importance of each training 
sample according to the number of samples in the 
cluster that contains this cluster center. The 
modified samples are used to accomplish KNN 
classification improves the accuracy of KNN 
algorithm. 
 Neural network methods provides highly 
accurate, noise-resistant of biomedical data 
recognition which enhance the learning capabilities 
and reduce the computation intensity of a 
competitive learning algorithm. The proposed 
model use multi-layered network architecture with 
a back propagation learning mechanism applied to 
the training dataset to reduce the amount of samples 
to be presented to the neural network by 
automatically selecting optimal samples. The 
attained results show that the proposed technique 
performs exceptionally in terms of both accuracy 

and computation time. This proposed algorithm 
used to divide into partitioning methods, in which 
the classes are commonly exclusive. Each object is 
a member of the cluster with which it is most 
similar; each pair of objects or clusters is 
progressively nested in a larger cluster until only 
one cluster remains with each object resides in its 
own cluster. To read the original data set and 
divides into two data sets which one contains 
without missing values and other contains with 
missing values. Reduce the two data subsets and 
merge these two reduced data set which is used for 
training data set. This training data set is used to 
make the decision. For clustering process make the 
centroid, similarity, threshold value, corresponding 
cluster, any objects remain to be clustered, repeat 
the procedures. 
 

IV. RESULTS & DISCUSSION 
 Rule induction is a data mine system has to 
infer a model from the dataset that it may define 
classes rule induction, K-Nearest Neighbor (KNN) 
category, Radial Basics Function and Multi Layer 
Perceptron. The purpose of this algorithm is to 
classify a new data based on attributes and training 
samples. In processing elements in an ANN operate 
concurrently and collectively in a similar fashion to 
biological neurons. The obtained results will 
demonstrate the proposed technique performs 
exceptionally in terms of both accuracy and 
computation time when applied to the publicly 
available on benchmark biomedical dataset 
compared to a standard learning schema that use the 
full dataset. Clustering technique in neural network 
improves the accuracy and efficiency and easy to 
use. Cluster analysis encompasses a number of 
different classification algorithms that can be used 
to organize observed data into meaningful 
structures. 
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Fig. 1 Coverage values comparison results 
 

 
 
Fig.  2 Accuracy based comparison results 

 
V. SUMMARY 

 The classification efficiency of neural 
network is analysed. Classification systems can 
help in increasing accuracy and reliability of the 
biomedical facts. Artificial Intelligence has led to 
the emergence of Decision Support Systems for 
medical applications. Neural networks able to 
derive knowledge from complicated or imprecise 
data used to extract patterns and trends are too 
complex to be noticed. It is to build a combined 
architecture of neural network and data mining 
techniques to automate the processes involving 
decision-making of large test sets. Neural Network 
is able to solve highly complex problems due to the 
inherent modularity of the structure makes it 
adaptable to applications.  
 Neural network closely follows the biomedical 
classifications to find the neural network having the 

best performance on data, the simplest approach to 
the comparison of different networks is to evaluate 
the error function using data which is independent 
of that used for training. The accuracy achieved by 
a supervised classification is largely dependent 
upon the training data. It is obtaining an increase of 
individual training classes by applying k-nearest 
neighbor which effectively simplifies the training 
data, removes outliers and inconsistencies. This 
approach can reduce the over fitting effect and 
increase the resulting classification accuracy. It 
includes network type, size and architecture, 
training step size, learning algorithms, and data 
representation. Multilayer is feed-forward neural 
networks trained with the standard back-
propagation algorithm. It is supervised networks so 
they require a desired response to be trained. 
Various networks are trained by minimization of an 
appropriate error function defined with respect to a 
training data set. An important issue concerning the 
application of clustering methods in biomedical 
data is the assessment of cluster quality.  

 
V. CONCLUSION & FUTURE WORK 

The classification efficiency of the neural 
networks is compared. According to the arrived 
results, the performance of the supervised neural 
network cluster based classification approach 
provided significant performance. Neural Network 
is able to solve highly complex problems due to the 
non linear processing capabilities. In addition, the 
inherent modularity of the neural network structure 
makes it adaptable to a wide range of applications. 
The proposed algorithm improves accuracy and 
computation time when applied to the biomedical 
dataset. Furthermore, it is easy to use data from 
different sources in the ANN classification 
procedure to improve the accuracy of the 
classification. 
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