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Abstract - Literature survey is most important for understanding 
and gaining much more knowledge about specific area of a subject. 
In this paper survey on traffic engineering in IP networks. It 
provides a thorough analysis of the existent traffic engineering 
approaches. It’s mainly used for handling traffic dynamics in order 
to avoid network congestion. In our proposal we introduce AMPLE 
(Adaptive Multi-toPoLogy traffic Engineering), this system based 
on virtualized IGP routing topologies for dynamic traffic 
engineering. The proposed system consists of two complementary 
Components: offline link weight optimization that takes as input 
the physical network topology and tries to produce maximum 
routing path diversity across multiple virtual routing topologies for 
long term operation through the optimized setting of link weights. 
Based on these diverse paths, adaptive traffic control performs 
intelligent traffic splitting across individual routing topologies in 
reaction to the monitored network dynamics at short timescale. A 
new proposal for achieving better quality of service and overall 
network performance in IP networks. 

Keywords - Traffic Engineering, IGP, OSPF, IS-IS, AMPLE, 
OLWO, ATC. 

 

I. INTRODUCTION 
A.  Network: 

A network consists of two or more computers that are 
linked together. In order to share resources (such as printers and 
CDs), exchange files, or allow electronic communications. The 
computers on a network may be linked through cables, 
telephone lines, radio waves, satellites, or infrared light beams.  
 There are many types of computer networks, they are listed 
below:  
 

Local-area networks (LANs) : The computers are 
geographically close together (that is, in the same building).  
 

Wide-area networks (WANs) : The computers are 
farther apart and are connected by telephone lines or radio 
waves.  
 

Campus-area networks (CANs): The computers are 
within a limited geographic area, such as a campus or military 
base.  
Metropolitan-area networks (MANs): A data 
network designed for a town or city.  

Home-area networks (HANs): A network contained 
within a user's home that connects a person's digital devices.  

 
B. Network Security: 

Computer networks are widely used to connect computers at 
distant locations. Protecting vital information starts right at the 
edge of your network. Dealing with each attack is time-
consuming and expensive.  
 

Raises additional security problems: 
 Data in transmission must be protected. 
 Network connectivity exposes each computer to more 

vulnerabilities. 
 

C. Basic Security Requirements 
To provide adequate protection of network resources, the 
procedures and technologies that you deploy need to guarantee 
three things, sometimes referred to as the CIA triad: 

Confidentiality: Providing confidentiality of data 
guarantees that only authorized users can view sensitive 
information. 
 

Integrity: Providing integrity of data guarantees that 
only authorized users can change sensitive information and 
provides a way to detect whether data has been tampered 
with during transmission; this might also guarantee the 
authenticity of data. 
 

Availability of systems and data: System 
and data availability provides uninterrupted access by 
authorized users to important computing resources and data. 
 

Many network security threats today are spread over the 
Internet. The most common include: 
 

 Viruses, worms, and Trojan horses 
 Spyware and adware 
 Zero-day attacks, also called zero-hour attacks 
 Hacker attacks 
 Denial of service attacks 
 Data interception and theft 
 Identity theft 
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                                             Fig. 1 Example of Network process 

D.  Networking security concepts: 
The key to network security can be found in understanding the 
choices and strategies available to you look to the building 
blocks of network security. These include implementing user 
authentication, using proxy servers and firewalls, setting up 
demilitarized zones, and taking advantage of port- and packet-
filtering technologies. 

 Fundamental concepts in network security, including 
identification of common vulnerabilities and threats, and 
mitigation strategies 

 Implementation of a security architecture using a 
lifecycle approach, including the phases of the process, 
their dependencies, and the importance of a sound 
security policy 

II. RELATED WORK 

A.  Traffic Engineering Overview: 
 
Traffic engineering by finding a suitable set of weights in 
OSPF/IS-IS is a well studied area of research and it is described 
in recent textbooks in the area [17, 15, and 16]. Traffic 
engineering is a method of optimizing the performance of a 
telecommunications network by dynamically analyzing, 
predicting and regulating the behavior of data transmitted over 
that network. It is an important mechanism for Internet network 
providers seeking to optimize network performance and traffic 
delivery [2]. Traffic engineering involves adapting the routing 
of traffic to the network conditions, with the joint goals of good 
user performance and efficient use of network resources. Most 
work on traffic engineering has focused on techniques for 
controlling the flow of traffic within a single Autonomous 
System (AS), such as a company, university campus, or Internet 
Service Provider (ISP). TE has been considered as one of the 
vital components of an autonomous system required to achieve 

both high resource utilization and high quality of service for 
both real time and non real-time applications [14, 13]. 
 
Congestion in the network causes poor throughput and long 
delays for end users, and also leads to an inefficient usage of 
network resources. In the Internet today, end users run the 
Transmission Control Protocol (TCP) to adapt their sending 
rates to congestion. Independently, Internet Service Providers 
(ISPs) monitor their networks for signs of overloaded links and 
adapt routing to alleviate congestion in a process known as 
traffic engineering (TE). The current state of the art for TE 
occurs at the timescale of hours and is centralized [22, 21, 20]. 
 
B. Traffic Measurements: 

 
1)  Connectionless Traffic Engineering 

 
Connectionless is IP based approach. Connectionless traffic 
engineering model counts on traditional Interior Gateway 
Protocols (IGP), such as OSPF (Open Shortest Path First) and 
IS-IS (Intermediate System-Intermediate system). OSPF and IS-
IS are basically link state protocols based on a shortest path 
algorithm. They develop and maintain a full knowledge of 
network routers, as well as how they interconnect [6]. 
 
 

 

2)  Connection-oriented Traffic Engineering  
 
 

Connection oriented is signaled based approach. The 
connection–oriented approach of traffic engineering refers 
basically to Multi-Protocol Label Switching (MPLS) [6]. 
 

In existing system, the traffic engineering is based in Interior 
Gateway Protocols (IGPs) that works within autonomous 
system. Such as Open Shortest Path First (OSPF) and 
Intermediate System-Intermediate System (IS-IS).  
 

C. Traffic Engineering Framework 
 
 
 

In this section, we formalize an approach to traffic engineering 
based on external changes in the IGP configuration. Assigning 
link weights based on the traffic demands and performance 
objectives depends on several key ingredients, as illustrated in 
Figure 2. First, instrumentation of the operational network 
should provide information about the status of the network 
elements and the current offered traffic. In practice, this 
topology and traffic data are necessary for a variety of other 
operational tasks. Second, evaluating possible settings of the 
link weights depends on having an accurate model of how the 
IGP configuration affects the flow of traffic. Third, selecting 
good settings of the weights depends on having an objective 
function that captures the key performance and reliability 
constraints, as well as an efficient algorithm for computing 
weights that satisfy these constraints; we discuss these 
optimization issues in more detail in Section 3. Fourth, after 
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deciding on the values of the weights, an automated system or a 
human operator needs to effect these changes in the operational 
network [1]. 
 

 
                                  Fig. 2 Example of TE Framework  
 

D. Traffic Engineering Objectives: 

 Minimization of packet loss 

 Minimization of delay 

 Maximization of throughput 

 Enforcements of service level agreements 
  

III. LITERATURE OF BACKGROUND: 

In literature survey, multi-topology IGP (MT-IGP) based intra-
domain traffic engineering (TE) scheme. It is able to handle 
traffic problems, unexpected traffic fluctuations within the 
autonomous system. These are most useful for avoiding network 
congestion in effective manner.  
 

A. Intra domain IGRP- Interior Gateway Routing Protocol: 

The Interior Gateway Routing Protocol (IGRP) is an advanced 
distance vector routing protocol. The Interior Gateway Routing 
Protocol (IGRP) is a routing protocol that was developed in the 
mid-1980s by Cisco Systems, Inc. Cisco's principal goal in 
creating IGRP was to provide a robust protocol for routing 
within an autonomous system (AS). Such protocols are known 
as Interior Gateway Routing Protocols. An interior gateway 
protocol (IGP) is a routing protocol that is used to exchange 
routing information within an autonomous system (AS). 

Two types of IGP are under the link-state routing protocols are:  
 

 Open Shortest Path First (OSPF)  
 Intermediate System to Intermediate System (IS-IS). 

 

Link State indicates that a router executing OSPF will be 
concerned with tracking the operational state of each of its 
network interfaces. A change in the operational state of an 
interface is what triggers the router to send a routing update. 
This is in stark contrast to RIP, which is a timer-based protocol 
that sends routing updates every 30 seconds, whether or not 
changes in the network have occurred. 

B. Traffic Engineering in OSPF networks: 

In this section, a network model will be presented. Based on the 
network model, some fundamentals of traffic engineering (TE) 
will be introduced, which include the commonly used cost and 
objective functions for quantitatively evaluating and comparing 
different TE methods [18]. Open Shortest Path First (OSPF) is 
the most commonly used intra-domain internet routing protocol. 
Traffic flow is routed along shortest paths, splitting flow at 
nodes where several outgoing links are on shortest paths to the 
destination. The weights of the links, and thereby the shortest 
path routes, can be changed by the network operator. The 
weights could be set proportional to their physical distances, 
but often the main goal is to avoid congestion, i.e. overloading 
of links, and the standard heuristic recommended by Cisco is to 
make the weight of a link inversely proportional to its capacity 
[4]. The IS-IS protocol is specified in ISO 10589. Each 
Intermediate System (IS) (router) advertises one or more IS-IS 
Link State Protocol Data Units (LSPs) with routing information. 
The Intermediate System to Intermediate System (IS-IS) 
protocol to support Traffic Engineering (TE) [8]. 
 
Shortest Path First (SPF) or link-state protocols such as Open 
Shortest Path First (OSPF) [12, 9] or Intermediate System-
Intermediate System (IS-IS) [12, 10] are the most commonly 
used intra-domain internet routing protocols today. Traffic is 
routed along shortest paths to the destination. The weights of the 
links, and thereby the shortest path routes, can be changed by 
the network operator [11]. 

The main advantage of link state routing (OSPF) is that 
complete knowledge of topology allows routers to calculate 
routes that satisfy the incoming request. This can be useful for 
traffic engineering purposes where routes can be manipulated to 
meet different service requirements. 

The OSPF routing protocol to support Quality- of-Service (QoS) 
routing in IP networks.  Support for QoS routing can be viewed 
as consisting of three major components: 
 
   1. Obtain the information needed to compute QoS paths and 
select a path capable of meeting the QoS requirements of a     
given request, 
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   2. Establish the path selected to accommodate a new request, 
 
   3. Maintain the path assigned for use by a given request [25]. 
 

IV. PERFORMANCE PROPERTIES 
 
In this section, we discuss how we can engineer the flow of 
traffic using the traditional OSPF/IS-IS routing protocols in 
large networks, using an optimization algorithm to identify good 
IGP weight settings. First, we describe how to use objective 
functions to judge the quality of a particular solution to the 
routing problem. Next, we evaluate several heuristics for setting 
the link weights for a given topology and traffic matrix. 
Drawing on the experiments in [1, 4], we show that good 
settings of the IGP weights perform within a few percent of an 
optimal distribution of traffic for realistic topologies and traffic 
demands. Then, we consider how to deal with fluctuations in the 
traffic demands over time without modifying the IGP weights 
and describe how to change the flow of traffic in the 
network with small modifications to the link weights. 
These results draw on the results of experiments in [12]. 
Readers interested in the results of experiments on a wide 
variety of real and synthetic topologies can refer to [27]. 

A. IS-IS: 

The IS-IS (Intermediate System to Intermediate System )routing 
protocol has become increasingly popular, with widespread 
usage among Service Providers. It is a link state protocol, which 
enables very fast convergence with large scalability. It is also a 
very flexible protocol and has been extended to incorporate 
leading edge features such as MPLS Traffic Engineering. 

The IS-IS routing protocol is a link-state protocol, as opposed to 
distance-vector protocols such as Interior Gateway Routing 
Protocol (IGRP) and Routing Information Protocol (RIP). Link-
state offers several advantages over distance-vector protocols. It 
is faster converging, supports much larger internetworks, and is 
less susceptible to routing loops. Features of IS-IS included:  

• Hierarchical routing  
• Classless behavior  
• Rapid flooding of new information  
• Fast Convergence  
• Very scalable  
• Flexible timer tuning  
 
B. Types of routing algorithms 

The routing algorithms are classified into different types. 

 Static or Dynamic 

 Single-path or Multipath 
 Flat or Hierarchical 
 Host-intelligent or Router-Intelligent 
 Intra-domain or Inter-domain 
 Link State or Distance Vector 

 
1) Static or Dynamic: 

Static routing algorithms are hardly algorithms at all. 
Static routing table mapping are established by the 
network administrator prior to the beginning of routing 
[28]. They do not change unless the network administrator 
changes them. Algorithms that use static routes are simple 
to design and work well in environments. Where network 
traffic is relatively predictable and network design is 
relatively simple. Because static routing system cannot react to 
network changes, they are generally considered unsuitable for 
today’s large, constantly changing networks. Most of the 
dominant routing algorithms in the 1990s are dynamic. 

Dynamic routing algorithms adjust, in real time, to 
changing network circumstances. They do this by analyzing 
incoming routing update messages. If the message indicates that 
a network changes has occurred, the routing software 
recalculates routes and sends out new routing update messages. 
These messages permeate the network, simulating routers to 
return their algorithms and change the routing tables 
accordingly.   

Dynamic routing algorithms may be supplemented with 
static routes where appropriate [29]. For example, a router of 
last resort (a router to which all un routable packets are sent) 
may be designated. This router act as a repository for all un-
routable packets, ensuring that all messages are at least handled 
in some way.  

2) Single-Path or Multipath 

Some sophisticated routing protocols support multiple paths to 
the same destination. These multipath algorithms permit traffic 
multiplexing over multiple lines; single path algorithms do not 
[30]. The advantages of multipath algorithms are obvious; they 
can provide substantially better throughput and reliability.  

3) Flat or Hierarchical 

Some routing algorithms operate in a flat space, while others 
using routing hierarchies. In a flat routing system, all routers are 
peers of all others. In a hierarchical routing system, some routers 
from what amounts to a routing backbone packets from non-
backbone routers travel to the backbone routers, where they are 
sent through the backbone until they reach the general area of 
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the destination. At this point, they travel from the last backbone 
routers through one or more non-backbone routers to the final 
destination. 

Routing system often designate logical groups of nodes called 
domain autonomous, systems or areas. In hierarchical systems, 
some routers in a domain communicate with routers in other 
domains, while others can only communicate routers within 
their domain. In very large networks, additional hierarchical 
levels may exist. Routers at the highest hierarchical levels form 
the routing backbone [10]. 

Primary advantage of hierarchical routing is that it mimics the 
organization of most companies and therefore supports their 
traffic patterns very well. Most network communication occurs 
within small company groups (domains). Intra domain routers 
only need to know about other routers within their domain, so 
their routing algorithms can be simplified. Depending on the 
routing algorithm being used, routing updates traffic can be 
reduced accordingly [35]. 

4) Host-intelligent or Router-Intelligent 

Some routing algorithms assume that the source end-code will 
determine the entire route. This is usually referred to as source 
routing, in source routing system, routers merely act as store-
and-forward devices. Mindlessly sending the packet to the next 
stop. 

Other algorithm assumes that hosts know nothing about routes. 
In these algorithms, routers determine the path through the 
internetwork based on their own calculations. In this first 
system, the hosts have the routing intelligence. In the latter 
system, routers have the routing intelligence. The trade-off 
between host intelligence and router intelligence is one of path 
optimality versus traffic overhead. Intelligence system chooses 
the better routes more often, because they typically discover all 
possible routes to the destination before the packet is actually 
sent. They when choose the path based on that particular 
system’s definition of optimal. The act of determining all routes 
[31], however, often require substantial discovery traffic and 
significant amount of time. 

5) Intra-domain or inter-domain 

Some routing algorithms work only within domain; others work 
within and between domains. The natures of these two 
algorithms type are different. It stands to reason, therefore, that 
an optimal intra-domain routing algorithm would not necessarily 
be an optimal inter-domain routing algorithm. 

6) Link state or distance vector 

Link state algorithm (also known as Shortest Path First 
algorithms) flood routing information to all nodes in the 
internetwork. However each router sends only that portion of the 
routing table that describes the state of its own links.  

Distance vector algorithms (also known as Bellman-Ford 
algorithms) [32] call for each router to send all or some portion 
of its routing table, but only to its neighbors. In essence, link 
state algorithms send small update everywhere, while distance 
vector algorithms send larger updates only to neighboring 
routers. 

Because the coverage more quickly, link state algorithms are 
somewhat less prone to routing loops than distance vector 
algorithms. On the other hand, link state algorithms require 
more CPU power and memory than distance vector algorithms. 
Link state algorithms [34] can therefore be more expensive to 
implement and support. Despite their differences, both 
algorithm types perform well in most circumstances. 

V. AMPLE: 
 
AMPLE encompasses two distinct tasks, namely (1) offline 
network dimensioning through link weight optimization for 
achieving maximum intra-domain path diversity across multiple 
MT-IGP routing topologies; and (2) adaptive traffic splitting 
ratio adjustment across these routing topologies for achieving 
dynamic load balancing in case of unexpected traffic 
dynamics..AMPLE (Adaptive Multi-toPoLogy traffic 
Engineering), a current IGP TE approach that is capable of 
adaptively handling traffic dynamics in operational IP networks. 
Instead of re-assigning IGP link weights in response to traffic 
fluctuations, we adopt multi-topology IGPs (MT-IGPs) such as 
MT-OSPF and M-ISIS as the underlying routing platform to 
enable path diversity, based on which adaptive traffic splitting 
across multiple routing topologies is performed for dynamic 
load balancing. AMPLE system based on virtualized IGP routing 
topologies for dynamic traffic engineering. This adaptive TE 
aims to efficiently handle traffic dynamics at short time-scale 
such as hourly or even in minutes. This system does not require 
frequent and on-demand re-assignment of IGP link weights, thus 
minimizing the undesired transient loops and traffic instability. 
The proposed system consists of two complementary 
components: offline link weight optimization that takes as input 
the physical network topology and tries to produce maximum 
routing path diversity across multiple virtual routing topologies 
for long term operation through the optimized setting of link 
weights. Based on these diverse paths, adaptive traffic control 
performs intelligent traffic splitting across individual routing 
topologies in reaction to the monitored network dynamics at 
short timescale. AMPLE has a very high chance of achieving 
near optimal performance with only a small number of routing 
topologies [5]. 
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A. OLWO: 

First of all, a fundamental issue in OLWO (Offline Link Weight 
Optimization) is how to the definition of “path diversity” 
between PoPs for traffic engineering. Let’s consider the 
following two scenarios of MT-IGP link weight configuration. 
In the first case, highly diverse paths (e.g. end-to-end disjoint 
ones) are available for some PoP level S-D pairs, while for some 
other pairs individual paths are completely overlapping with 
each other across all VRTs. In the second case, none of the S-D 
pairs have disjoint paths, but none of them are completely 
overlapping either. Obviously, in the first case if any “critical” 
link that is shared by all paths gets congested, its load cannot be 
alleviated through adjusting traffic splitting ratios at the 
associated sources, as their traffic will inevitably travel through 
this link no matter which VRT is used. Hence, our strategy 
targets the second scenario by achieving “balanced” path 
diversity across all S-D pairs. [7]. 
 
The network is dimensioned through offline link weight 
optimization using Multi-Topology IGPs for achieving 
maximum path diversity across multiple routing topologies. 
Based on this optimized MT-IGP configuration, an adaptive 
traffic engineering algorithm performs dynamic traffic splitting 
adjustment for balancing the load across multiple routing 
topologies in reaction to the monitored traffic dynamics. Such 
an approach is able to efficiently minimize the occurrence of 
network congestion without the necessity of frequently changing 
IGP link weights that may cause transient forwarding loops and 
routing instability [5].  
 
The link weight optimization be performed frequently and 
reflect the shift in traffic demands. This scheme outperforms the 
local search approach adopted in [4] regarding the number of 
iterations needed to obtain a “good” link weight setting [6]. 
 
B. Network Traffic Monitoring: 
 
Network monitoring is responsible for collecting up-to-date 
traffic conditions in real-time and plays an important role for 
supporting the ATC (Adaptive Traffic Control) operations [24]. 
Network traffic monitoring and measurement is increasingly 
regarded as an essential function for understanding and 
improving the performance and security of our cyber 
infrastructure. Network Traffic Monitor is a network analytic 
tool that examines local area network usage and provides a 
display of upload and downloads statistics. The main purpose of 
the application is monitoring the IP traffic between your local 
area network and Internet [23]. 
 
C. Adaptive Traffic Control: 
 

The optimized MT-IGP link weights produced by OLWO, 
adaptive traffic control (ATC) can be invoked at short-time 
intervals during operation in order to re-optimize the utilization 
of network resources in reaction to traffic dynamics. The 
optimization objective of ATC is to minimize the maximum link 
utilization (MLU), which is defined as the highest utilization 
among all the links in the network. The rationale behind ATC is 
to perform 
periodical and incremental traffic splitting ratio re-adjustments 
across VRTs based on traffic pattern “continuity” at short 
timescale, but without necessarily performing global routing re-
optimization process from scratch every time [7]. 
 

VI. CONCLUSIONS 

 In this paper, we provide a survey of traffic engineering 
approaches that are aware of routing information gathered from 
previous scenarios and we come up with a survey of aware 
traffic engineering model.  We now briefly describe how they 
work in unison as a whole TE system. First, optimized MT-IGP 
link weights are configured on top of the underlying MT-IGP 
platform and remain static until the next offline OWLO cycle. 
During this period, ATC plays the major role for adaptively re-
balancing the load according to the traffic dynamics in short-
time intervals. We include what are the routing algorithms are 
used in the IGP. Despite the fact that the connection-oriented 
approach targets at overcoming the constraints of the 
connectionless scheme, MPLS has not prevailed yet. Common 
intra-domain routing protocols (i.e. OSPF, IS-IS) have been and 
will continue to be deployed in large networks throughout the 
Internet. However, both approaches have not been stretched to 
its limits and there are many areas regarding the incorporation of 
history information in traffic engineering where further work 
can be contributed. For example, in most works described, the 
existence of monitoring information is simply assumed. We 
finally conclude with the formulation of a survey aware traffic 
engineering model. 
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