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Abstract— In medicine, two types of resources are becoming 
widely used: the Content-based Image Retrieval (CBIR) and the 
Computer- Aided Diagnosis (CAD) systems. The purpose of CAD 
is to increase the accuracy of diagnosis, as well as to improve the 
consistency of image interpretation by using the computer results 
as a second opinion. Similar to CAD systems, CBIR uses 
information extracted from images to represent them. However, 
the main purpose of a CBIR system is to retrieve ‘‘cases” or 
images similar to a given one. Analyzing past similar cases and 
their reports can improve the radiologist’s confidence on 
elaborating a new image report, besides making the training and 
the diagnosing process faster. Moreover, CAD and CBIR systems 
are very useful in medicine teaching. Currently, image mining 
has been focused by many researchers in data mining and 
information retrieval fields and has achieved prominent results. 
A major challenge in the image mining field is to effectively relate 
low-level features (automatically extracted from image pixels) to 
high-level semantics based on the human perception. Association 
rules has been successfully applied to other research areas, e.g. 
business, and can reveal interesting patterns relating low-level 
and high-level image data as well. In this work, association rules 
are employed to support both CAD and CBIR systems.  
 
Keywords- Image mining, Association rules, Classification, 
Prediction. 
 

I .INTRODUCTION 
 

Data Mining is the automated extraction of patterns 
representing knowledge implicitly stored in large databases, 
data warehouses, and other massive information repositories. 
Standard data mining methods may be integrated with 
information retrieval techniques and the construction or use of 
hierarchies specifically for text data as well as discipline 
oriented term categorization systems such as in chemistry, 
medicine, law, or economics. Image databases are databases 
that contain descriptions for objects.  
 
 
This paper is focusing to develop a method based on 
association rule-mining to enhance the diagnosis of brain 
images. This is to implement a computer-aided decision 
support system for an automated diagnosis and classification 
of images. The method uses association rule mining to analyze 

the medical images and automatically generates suggestions of 
diagnosis. It combines automatically extracted low-level 
features from images with high-level knowledge given by a 
specialist in order to suggest the diagnosing. Then feature 
extraction process is applied to extract the features and from 
that extracted features only the relevant features are selected. 
So feature selection and discretization process is done on the 
extracted features that reduce the mining complexity. 
Association rule mining is a well-known data mining 
technique that aims to find interesting patterns in very large 
databases.  
 
The widely used and well-known data mining functionalities 
are Characterization and Discrimination, content based 
analysis, Association Analysis, Categorization and Prediction, 
Outlier Analysis, Evolution Analysis [21]. 
 
The General Prediction solution plan to create mining flows 
that complete most tasks that require numerical or categorical 
prediction.  Prediction models predict values for unknown 
properties of our data based on historical data or data from 
similar cases. To create mining flows that performs regression 
or classification. Regression predicts numerical values, such 
as the yearly revenue of a particular store branch, and 
classification predicts categorical values, such as whether a 
customer purchased a five-year warranty, a one-year warranty, 
or no warranty with a particular purchase.  
 
Predictive analysis is performed in three steps:  

1. The training step, which analyzes training data that 
contains known values to generate a prediction model 

2. The test step, which applies the model to testing data 
that also contains known values to ensure that the 
model can be generalized to unknown data 

3. The scoring step, which applies the model to our data 
to predict the unknown values of your target field 

The General Prediction solution plan creates a mining flow 
that analyzes our data and can produce the following output:  

 A table with detailed results of the analysis, such as a 
description of the nodes of a decision tree 
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 A table with the predicted values for records with 
unknown values 

 A classification or regression model that describes 
patterns in the training data This model can be used 
to:  
o Predict values of the target property for new 

records 
o Visualize the prediction model to understand 

why certain predictions are made. This 
includes analyzing which input fields have 
the greatest influence on the outcome of the 
prediction. 

o Generate quality information such as the 
percentage of correct and incorrect 
predictions, the average deviation of the 
predictions from the true values or gains 
chart information.  

 A test model that describes the outcome of a quality 
test of the prediction model. This model can be used 
to:  
o Compare the quality of several models that 

predict the same property. 
.  
The Prediction operator requires as input tables that contain 
aggregated data. For example, if your database has a record 
for every purchase made by every customer, and you want to 
predict which customers will purchase an item, you need to 
construct a table that contains a record for each customer that 
aggregates all purchase data. You can also merge several 
ta1bles and select rows and columns from these tables or add 
new columns by performing calculations using the values of 
other columns. 
 

II.BACKGROUND 

A.Feature Extraction: 
 
When dealing with medical images, the earliest phase of a 
CAD system demands to extract the main image features 
regarding a specific criterion. Essentially, the most 
representative features vary according to the image type (e.g. 
mammogram, brain or lung) and according to the focus of the 
analysis (e.g. to distinguish nodules or to identify brain white 
matter). M.X. Ribeiro [12] defined as The Image Diagnosis 
Enhancement through Association rules (IDEA) method can 
work with various types of medical images, and with different 
focus of analysis. However, for each type of image and goal, 
an appropriate feature extractor should be employed. 
 

B.Feature Selection: 
 

Feature Selection is a process that attempts to select a subset 
of features, satisfying a   combination of application and 
methodology-dependent criteria: minimizing the cardinality of 
the feature subset; ensuring classification accuracy does not 

significantly decrease; and approximating the original class 
distribution with the class distribution given the selected 
features. 
 
 R. Agrawal et al. [1] proposed a method based on association 
rule-mining to enhance the diagnosis of medical images. It 
combines low-level features automatically extracted from 
images and high-level knowledge from specialists to search 
for patterns. The proposed method analyzes medical images 
and automatically generates suggestions of diagnosis 
employing of association rules. The suggestions of diagnosis 
are used to accelerate the image analysis performed by 
specialists as well as to provide them an alternative to work 
on. 

In machine learning and statistics, feature selection, also 
known as variable selection, attribute selection or variable 
subset selection, is the process of selecting a subset of relevant 
features for use in model construction. The central assumption 
when using a feature selection technique is that the data 
contains many redundant or irrelevant features. Irrelevant 
features provide no useful information in any context. Feature 
selection techniques are a subset of the more general field of 
feature extraction.  

Feature extraction creates new features from functions of the 
original features, whereas feature selection returns a subset of 
the features. Feature selection techniques are often used in 
domains where there are many features and comparatively few 
samples (or data points). Feature selection techniques provide 
three main benefits while constructing predictive models: 

 Improved model interpretability, 

 Shorter training times,  

 Enhanced generalization by reducing over fitting. 

Feature selection is also useful as part of the data analysis 
process in which features are important for prediction, and 
how these features are related. Feature Selection reduces the 
number of variables in a problem by removing those variables 
that are inconsequential to the classification problem. There 
are two main arguments for removing useless variables from 
problem domains Rich Caruana and Dayne Freitag [4]. There are 
four large groups of feature selection methodologies. 

 
1. Idea: Attempt to locate a feature subset of minimal 
cardinality that is necessary and sufficient for the 
classification task at hand [5]. 
 
2 .Data Cardinality: Select a feature subset R of the set of 
features S (R _ S) such that a quality metric is optimized over 
all other feature subsets of the same cardinality as R [8]. 
 
3. Improving prediction accuracy: Choose a subset of features 
such that a learner training on the subset improves its 
prediction accuracy or its prediction accuracy does not drop 
significantly [6]. 
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4. Approximate original class distribution: Chose a subset of 
features such that the class distribution, given only the values 
for features in this subset, approximates the class distribution 
for the entire, original feature set [7]. 
 

                              

  
 

Fig 1: A block diagram of a typical Feature Selection algorithm 
 
It shows how feature subsets are generated and evaluated 
iteratively until a stopping criterion is met, at which point a 
final validation step is carried out .FS architecture may be 
abstracted into a generate-and-test iterative process: feature 
subsets are somehow generated and evaluated until a stopping 
criterion is met, at which point the subset if (optionally) 
validated. This is illustrated in figure1. 
 
In terms of the generation step, there exists extreme diversity 
in the field. Any methodology that can be applied to searching 
can be applied to generating candidate feature subsets. 
Approaches range from brute force generation and 
heuristically guided generation to evolutionary and stochastic 
generation of subsets. As regards the evaluation step, FS 
algorithms may be segregated into two large families. 
 
‘Filters’ are pure preprocessors. They rely on evaluating the 
information content of features, and thus draw heavily from 
Information Theory. Filters are very generic, but employ no 
knowledge of the classifying properties of the data [3]. 
‘Wrappers’ gauge the quality of subsets of features based on 
how well those features classify training samples. This is 
performed in a symbiotic relation with a classifier system. Due 
to this co-operation, wrappers yield better results than filters, 
but sacrifice much efficiency and generality for their increased 
accuracy.  

 

C.Feature Selection Metrics: 
 
The following are the metrics used for Feature Selection. 
 
1. Distance metrics: To improve separability, the distance 
metric is maximized during feature selection so that the 
distance between samples is kept maximal. 

 

2. Information measures: These determine the information 
content gained by adding features and attempt to maximize 
that. 
 
3.Dependence/Correlation metrics: Such metrics identify 
redundant features by calculating the correlation between them 
and other features. Such redundant features can then be 
removed. 
 
4. Consistency metrics: This relatively new class of metrics 
[2] employs the training data to assess their consistency, given 
the subset of features currently evaluated. 
 
Hussein Almuallim [23], is a wrapper-type FS algorithm that 
performs forward selection to locate a variable subset of 
minimum cardinality that maintains the consistency of the 
original data.  
 
Rich Caruana and Freitag’s generalization [22], however, 
reduces the algorithm’s computational costs by running two 
different variants of FOCUS concurrently. One works by 
forward selection,  the other utilizes depth-first search to 
perform backward elimination. Executing both variants of the 
algorithm concurrently allows the super-algorithm to 
terminate early if a small variable subset yields consistency, as 
the original sub-algorithm will find it efficiently. If, on the 
other hand, a large variable subset yields consistency, the 
backward elimination sub-algorithm will find it efficiently. 

Subset selection algorithms can be broken into Wrappers, 
Filters and Embedded. Wrappers use a search algorithm to 
search through the space of possible features and evaluate 
each subset by running a model on the subset. Filters are 
similar to Wrappers in the search approach, but instead of 
evaluating against a model, a simpler filter is evaluated. 
Embedded techniques are embedded in and specific to a 
model. 

Other available filter metrics include: 

 Class separability  
o Error probability 
o Inter-class distance 
o Probabilistic distance 
o Entropy 

 Consistency-based feature selection 
 Correlation-based feature selection 

 
Kira and L.A Rendell [11] describe an algorithm called 
RELIEF that uses instance based learning to assign a 
relevance weight to each feature. Each feature’s weight 
reflects its ability to distinguish among the class values. 
Features are ranked by weight and those that exceed a user-
specified threshold are selected to form the final subset. The 
algorithm works by randomly sampling instances from the 
training data. For each instance sampled the nearest instance 
of the same class (nearest hit) and opposite class (nearest 
miss) is found. An attribute’s weight is updated according to 
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how well its values distinguish the sampled instance from its 
nearest hit and nearest miss. An attribute will receive a high 
weight if it differentiates between instances from different 
classes and has the same value for instances of the same class. 
 
                       

 
        

Fig 2: Pipeline of feature selection method 
 
In the training phase: features are extracted from the images, 
and the feature vectors are used to represent the images (line 
1). The feature vectors and the class of each training image are 
submitted to Omega, which removes irrelevant features from 
the feature vector and gives a discretization of the remaining 
features (line 2). The class is the most important keyword 
chosen by the specialist to describe the image. In the training 
phase, a processed feature vector is merged. 
 
With the diagnosis keywords about the training images, 
producing the transaction representation of each image. The 
transaction representations of all training images are submitted 
to the Apriori algorithm [13] for association rule mining (line 
3), limiting the minimum confidence to high values. In the test 
phase (lines 4–6), the feature vector of the test image is 
extracted (line 4) and submitted to the Association classifier 
engine algorithm (ACE) (line 5). 
 

III.EXISTING METHODOLOGIES 

A. Association Rules: 
 
Association rule mining, one of the most important and well 
researched techniques of data mining. It aims to extract 
interesting correlations, frequent patterns, associations or 

casual structures among sets of items in the transaction 
databases or other data repositories. Association rule mining is 
to find out association rules that satisfy the predefined 
minimum support and confidence from a given database. 
 
Generally, an association rules mining algorithm contains the 
following steps: 
 
• The set of candidate k-itemsets is generated by 1-extensions 
of the   large (k -1)-itemsets generated in the previous 
iteration. 
• Supports for the candidate k-itemsets are generated by a pass 
over the database. 
• Itemsets that do not have the minimum support are discarded 
and the remaining itemsets are called large k-itemsets.This 
process is repeated until no more large itemsets are found. 
 
Increasing the Efficiency of Association Rules Algorithms: 
 
The computational cost of association rules mining can be 
reduced in four ways: 
* by reducing the number of passes over the database 
* by sampling the database 
* by adding extra constraints on the structure of patterns 

                   through parallelization. 
 
FP-Tree [18] proposed, frequent pattern mining, is another 
milestone in the development of association rule mining, 
which breaks the main bottlenecks of the Apriori Tree 
Projection is another efficient algorithm recently proposed in 
R.Agarwal [10]. The general idea of Tree Projection is that it 
constructs a lexicographical tree and projects a large database 
into a set of reduced, item-based sub-databases based on the 
frequent patterns mined. 
 
Tien Dung Do et al [19] proposed a specific type of 
constraints called category-based as well as the associated 
algorithm for constrained rule mining based on Apriori. The 
Category-based Apriori algorithm reduces the computational 
complexity of the mining process by bypassing most of the 
subsets of the final itemsets. 
 
Wang and Tjortjis [9] proposed an efficient algorithm for 
mining association rules. Their approach reduces large itemset 
generation time, known to be the most time-consuming step, 
by scanning the database only once and using logical 
operations in the process. 
 
The IDEA method employs the Apriori algorithm [13] to mine 
association rules. The output of the Omega algorithm and the 
keywords of the report of the training images are submitted to 
the Apriori algorithm. A constraint, which restricts the 
diagnosis keywords to the head of the rules, is added to the 
mining process. The body of the rules is composed of indexes 
of the features and their intervals. The values of minimum 
confidence are set to be high (greater than 97%). The mined 
rules are used as input to the ACE algorithm. 
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B.Apriori Algorithm: 
 
This method combines the low level features automatically 
extracted from images with high level knowledge given by the 
specialist in order to suggest the diagnosis of a new image. 
This is to implement a computer-aided decision support 
system for an automated diagnosis and classification of 
images. The proposed system is divided into two phases 
namely 
 
            i) The training phase and  

ii) The test phase.  
 

 

Algorithm:  
 
Input - training images and a test image  
Output –brain tumors category classification  
 
1. Input image is preprocessed.  
2. Extract the required features.  
3. Relevant features are extracted through feature 

selection process.  
4. Execute apriori algorithm.  
5. Generate association rules.  
6. Classify the image based on generated 

association rules. 

 
 
C. Association Classifier Engine (ACE) Algorithm: 
 
Associative Classifier Engine (ACE) algorithm, it is necessary 
to clarify some terms. An image matches a rule, if the image 
features satisfy the whole body of the rule. An image partially 
matches a rule, if the image features only satisfy part of the 
rule’s body. An image does not match a rule, if the image 
features do not satisfy any part of the rule’s body. ACE is a 
special classifier able to return multiple classes (keywords) 
when processing a test image. 
 

IV.SUGGESTIONS OF IMAGE MINING 
This paper suggests the following three methods such as 
Support Vector Machine, Nearest Neighbor Classification and 
Naïve Bayes Classification for image mining. 

  
A. Support Vector Machine: 

 
In machine learning, support vector machines are supervised 
learning models with associated learning algorithms that 
analyze data and recognize patterns, used 
for classification and regression analysis. 
 

The basic SVM takes a set of input data and predicts, for each 
given input, which of two possible classes forms the output, 
making it a non-probabilistic binary linear classifier. 
 

• Given a set of training examples, each marked as 
belonging to one of two categories, a SVM training 
algorithm builds a model that assigns new examples 
into one category or the other. 

• A SVM model is a representation of the examples as 
points in space, mapped so that the examples of the 
separate categories are divided by a clear gap that is 
as wide as possible. 

 
J. Cervantes et al., [15] recommended SVM classification for 
large data sets by considering models of classes’ distribution. 
N. Cristianini and J. Shawe-Taylor[14] presented a Support 
Vector Machines are based on the concept of decision planes 
that define decision boundaries. A decision plane is one that 
separates between a set of objects having different class 
memberships. A schematic example is shown in the 
illustration below. In this example, the objects belong either to 
class C1or C2. The separating line defines a boundary on the 
right side of which all objects are C1 and to the left of which 
all objects are C2.  
                                            

CLASS 

     

  

 

 

                              Figure 3 Classifications of two classes 

SVM models can be classified into four distinct groups: 

 Classification SVM Type 1 (also known as C-SVM 
classification) 

 Classification SVM Type 2 (also known as nu-SVM 
classification) 

 Regression SVM Type 1 (also known as epsilon-
SVM regression) 

 Regression SVM Type 2 (also known as nu-SVM 
regression) 

 
B. Nearest Neighbor Classification: 
  
 In instance-based classification [17], each new instance is 
compared with existing ones using a distance metric, and the 
closest existing instance is used to assign the class to the new 
one. This is called the nearest-neighbor classification 
method. 

C1 C2 
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Sometimes more than one nearest neighbors used, and the 
majority class of the closest k neighbors (or the distance 
weighted average if the class is numeric) is assigned to the 
new instance. This is termed the k-nearest-neighbor method 
[16]. 
 
Example 
 
Just one numeric attribute: It is just the difference between the 
two attribute values. It is almost as straightforward when there 
are several numeric attributes: Generally, the standard 
Euclidean distance is used. However, this assumes that the 
attributes are normalized and are of equal importance, and one 
of the main problems in learning is to determine which are the 
important features. 
 

EX: values red, green, and blue 
 
Usually, a distance of zero is assigned if the values are 
identical; otherwise, the distance is one. Thus, the distance 
between red and red is zero but the distance between red and 
green is one. However, it may be desirable to use a more 
sophisticated representation of the attributes.  
 
For example,  
Given a single instance of each of two classes, the nearest-
neighbor rule effectively splits the instance space along the 
perpendicular bisector of the line joining the instances. Given 
several instances of each class, the space is divided by a set of 
lines that represent the perpendicular bisectors of selected 
lines joining an instance of one class to one of another class. 
 

C. Naïve Bayes for Document Classification 
 
Naïve Bayes is a popular technique for this application 
because it is very fast and quite accurate. However, this does 
not take into account sthe number of occurrences of each 
word, which is potentially useful information when 
determining the category of a document. Instead, a document 
can be viewed as a bag of words—a set that contains all the 
words in the document, with multiple occurrences of a word 
appearing multiple times. Word frequencies can be 
accommodated by applying a modified form of Naïve Bayes 
called multinominal Naïve Bayes. 
 
 
D. Prediction 
 
Prediction and classification also differ in the methods that are 
used to build their respective models. As with classification, 
the training set used to build a predictor should not be used to 
assess its accuracy. An independent test set should be used 
instead. the attribute can be referred to simply as the predicted 
attribute predictor is estimated by computing an error based on 

the difference between the predicted value and the actual 
known  value of y for each of the test tuples, X. 
 
Data prediction is a two step process, similar to that of data 
classification. However, for prediction, instead of using the 
term “class label attribute” the attribute can be referred to 
simply as the predicted attribute. 
 
 Preparing the Data for Classification and Prediction 
 
Data cleaning: This refers to the preprocessing of data in order 
to remove or reduce noise and the treatment of missing values. 
This step can help reduce confusion during learning [21]. 
Data transformation and reduction: Normalization involves 
scaling all values for a given attribute so that they fall within a 
small specified range, such as 0:0 to 1:0.  

Relevance analysis: Many of the attributes in the data may be 
redundant. A database may also contain irrelevant attributes 
[20]. 

E.Comparing Classification and Prediction Methods 

Accuracy: Accuracy of a classifier refers to the ability of a 
given classifier to correctly predict the class label of new 

Speed: This refers to the computational costs involved in 
generating and using the given classifier or predictor. 

Robustness: This is the ability of the classifier or predictor to 
make correct predictions given noisy data or data with missing 
values. 

Scalability: This refers to the ability to construct the classifier 
or predictor efficiently given large amounts of data. 

Interpretability: This refers to the level of understanding and 
insight that is provided by the classifier or predictor.     

 

V.CONCLUSION 

This paper studied various methods for image mining. The 
Existing methodologies employed are apriori and association 
classifier engine algorithm. This paper is also suggest that 
classifications and predictions may be applied for image 
mining. This paper identified the metrics for comparing of 
classification and prediction methods. This work can be 
further extended to implement a fuzzy based roughest theory 
for feature selection for efficient image mining. 
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