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Abstract- The wireless sensor network technology is a 
enter constituent for everywhere. A wireless sensor 
network consists of a huge number of sensor nodes. 
Every sensor node senses ecological circumstances such 
as temperature, force and light and sends the sensed 
data to a base station which is a long way off in general. 
Since the sensor nodes are powered by limited power 
batteries, in order to prolong the life time of the 
network, low energy consumption is important for 
sensor nodes. In universal, radio communication 
consumes the majority amount of energy, which is 
proportional to the data size and proportional to the 
square or the fourth power of the distance. We 
organized to reduce the energy consumption. In this 
paper, we studied classic clustering algorithms in 
wireless sensor networks and find two main reasons 
causing unnecessary energy consumption, which are 
fixed operation periods and too much information 
exchanged in cluster-heads selection. We proposed two 
types of clustering methods with less communication 
overhead for clustering. Based on federal management 
in k-means algorithm effective clustering and 
distributed approach. 
  
Index Terms — adaptive period, residual energy, 
clustering algorithm, wireless sensor network. 

I. INTRODUCTION 

In this paper addresses the problem of energy 
conservation in clustering algorithm for wireless 
sensor network. Since the major source of energy 
consumption in the sensor node is the wireless 
interface, considerable energy can be saved if the 
transceivers are completely shut down for a period of 
time. of course, these sleeping times must be 
carefully scheduled, or  network functionality could 
be compromised. A clustering strategy is a 
distributed protocol that maintains a (minimal) 
connected backbone of active nodes, and turns into 
sleeping state the transceivers of non-backbone 
nodes. Periodically, the set of active nodes is changed 

to achieve more uniform energy consumption in the 
network.  

    We have studied many clustering algorithms and 
found that three basic techniques Hierarchical 
(clustering) architecture, which are respectively 
presented in LEACH [1], HEED [2], GAF [3] and P. 
Santi's algorithm [4]:      

1) Selecting cluster-heads periodically. Cluster-heads 
are selected periodically to evenly distribute the 
energy load among all the nodes.  

2) Virtual grids method. Each node use location 
information to associate itself with a “virtual grid”, in 
which only one node is active and responsible for 
processing signals.   

3) Consideration of nodes' residual energy. Since 
cluster heads consume the most energy, residual 
energy is used to determine whether node can be 
cluster-head to 

II. RELATED WORK 
 
Throughout the previous few years, a lot of clustering 
algorithms have been proposed as an efficient method 
to organize communication and data processing in a 
sensor network. The problem of clustering network 
organization consists of several aspects that depend 
on the structure of the sensor network and the 
particular application’s demands. We mention some 
of the most relevant papers related to clustering. 
Jin-Shyan Lee, at al [1] in this research, a fuzzy-
logic-based clustering approach with an extension to 
the energy predication has been proposed to prolong 
the lifetime of WSNs by evenly distributing the 
workload. It is believed that the technique presented 
in this research could be further applied to large-scale 
wireless sensor networks. 
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In Sampath Priyankara at al [2], we proposed a 
clustering method for WSN with heterogeneous node 
types, which select cluster heads considering not only 
transmission power and residual energy of each node 
but also those of its adjacent nodes. Brief 
introduction for our clustering method is as follows. 
Kyuhong Lee at al[3] In this research, they proposed 
an energy efficient clustering and routing method for 
wireless sensor networks by exploiting energy state 
information of neighbor sensor nodes for selection of 
cluster heads. They compared the performance of the 
proposed method with that of a well known 
clustering and routing protocol. They computational 
experiments demonstrate that the lifetime and 
distribution of energy consumptions of the proposed 
method are better than those of the compared method. 
LEACH [4] which is a clustering protocol, proposes a 
Two-phase mechanism based on single-hop 
communication. The plain node transmits the data to 
the corresponding cluster head and the cluster head 
transmits the aggregated data to the BS. The authors 
in [5] analyze the problem of prolonging the lifetime 
of a network by determining the optimal cluster size. 
For a general clustering model, they find the optimal 
sizes of the cells by which maximum lifetime or 
minimum energy consumption can be achieved. 
Based on this result, they propose a location aware 
hybrid transmission scheme that can further prolong 
network lifetime. So far several methods have been 
offered for clustering of sensor networks, the most 
important goal of which is maximizing the network 
lifetime by adopting a network architecture based on 
clustering, such as: distributed algorithm [6], 
weighted clustering algorithm [7], rapid clustering 
algorithm [8], voting based algorithm [9], 
hierarchical algorithm [10], HEED Hybrid Energy 
Efficient Distributed algorithm [11] and Adaptive 
clustering algorithm [12]. The most famous 
clustering protocol is LEACH, which has been 
introduced in [14]. Leach is a distributed clustering 
method based m rotation of CH role. Optimized 
LEACH that is known as LEACH-C has been 
proposed in [3]. In this algorithm, figuring of the 
clusters at the start of each round using centralized 
algorithm is perfonned by the BS. In lEACH-CE [13], 
a prediction technique for reducing number of the 
connections in the setup phase of LEACH-C is 
suggested. 
Sajjanhar et al. [15] proposed a Distributive Energy 
Efficient Adaptive Clustering (DEEAC) Protocol, 
which is having spatio-temporal variations in data 
reporting rates across different regions. DEEAC 
selects a node to be a cluster head depending upon its 
hotness value and residual energy. B. Elbhiri et al 
[16], proposed SDEEC (Stochastic Distributed 
Energy-Efficient Clustering (SDEEC) SDEEC 

introduces a balanced and dynamic method where the 
cluster head election probability is more efficient. 
Moreover, it uses a stochastic scheme detection to 
extend the network lifetime. Simulation results show 
that this protocol performs better than SEP and 
DEEC in terms of network lifetime. Inbo Sim, et.al 
[17] proposed Energy efficient Cluster header 
Selection (ECS) algorithm which selects CH by 
utilizing only its information to extend network 
lifetime and minimize additional overheads in energy 
limited sensor networks. 
 
 

III. WIRELESS SENSOR NETWORK REPLICA 

This section describes the wireless sensor network 
replica considered in this paper [18, 19, 20]. The 
WSN model consists of N sensor nodes and one base 
station (BS) node as shown in Fig.1. All sensor nodes 
are identical and are assumed to have the following 
functions and features: 
 

 sensing environmental factors such as 
temperature, pressure, and light,  

 data processing by low-power micro-
controller,  

 radio communication, and 
 powered by a limited life battery.  

In Fig. 1, The Base Station node is assumed to have 
an unlimited power source, processing power, and 
storage capacity. The data sensed by sensor nodes are 
sent to the Base Station node over the radio, and a 
user can access the data via the Base Station node. In 
this WSN application, the clock synchronization of 
sensor nodes is an important issue. Because the time 
at which a data was sensed is important, which 
requires low clock skew among all the sensor nodes? 
We assume that the low clock skew requirement is 
guaranteed by using a clock synchronization method 
[5]. 

 
Fig. 1 Topology 
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The radio communication consumes more energy 
than the data processing on a sensor node. We 
assume the following energy consumption model for 
radio communication. The transmission of a k-bit 
message with transmission range d meters consumes 
ET(k, d) of energy.  

 

 

Where Eelec is the electronics energy, and εfs and 
εmp are the amplifier energy factors for free space 
and multipath fading channel models, respectively. 
The reception of a k-bit message consumes ER (k) of 
energy.          
 

IV. THE PROPOSED METHODS 
 

Extra effective clustering approaches than LEACH 
has been proposed such as HEED, HIDCA [3, 4, 6]. 
Though, they require additional inter-node 
communications for clustering. In this section, we 
proposed two types of methods with less inter-node 
communication for clustering. The primary approach 
is a federal approach, and the second is a distributed 
approach. The federal approach - In this method, the 
Base Station node supervise the clustering by exploit 
a k-means algorithm, specified the energy as well as 
other resource constraints in wireless sensor networks 
the proposed k-Means Based clustering approach In 
this energy efficient protocol we make the following 
assumptions. A large scale network with a large 
number of nodes exists where the sensors are 
grouped into clusters. Each cluster has a cluster-head 
which communicates with the base station and the 
nodes in its cluster. In a densely deployed large scale 
sensor network, there is a higher degree of spatial 
correlation between the data sensed by the sensors in 
a cluster. Data aggregation is thus used to eliminate 
redundancy and minimize the number of 
transmissions in a cluster in order to save energy. The 
clusters of sensors are formed in such a way that in a 
cluster no two sensors are more than some constant 
distance (d) apart which is specified according to the 
type of application. This assumption is made in order 
to ensure a higher degree of correlation between the 
data sensed by the sensors in a cluster. Our protocol 
uses the k-Means algorithm with certain medications 
for in-network data processing and aggregation. The 
k-Means algorithm is a well known partition based 
algorithm for clustering of data sets. We next give a 
brief description of k-Means algorithm. K-Means is a 
partition based clustering algorithm for large scale 

data analysis. In partition based cluster analysis of 
large data sets, optimal solution is obtained by 
computationally intensive extensive enumeration of 
all possible partitions of the data set. For practical 
purposes, hence, two 
We describe our protocol as well as the distributed 
algorithms that are executed at the sensor nodes and 
the cluster-head. We define the following terms: k 
Denotes the number of partitions or groups of a set 
containing n data values at each sensor obtained by 
executing k-Means algorithm on the sensed data set 
at that sensor. K: Denotes the number of partitions or 
groups of a set data values at each cluster-head 
obtained by executing the k-Means algorithm at the 
cluster-head. In this protocol every sensor operates in 
two phases: Sensing Phase and k Means Phase. 
Sensing Phase: The sensing phase is the time interval 
during which the sensor collects data. As soon as a 
sensor has sensed substantial amounts of data values 
it goes into the next phase. K Means Phase: In this 
phase k-Means algorithm is executed over the data 
values collected during the sensing phase as shown 
Fig. 2-4. As a result we get a reduced set of k (k n) 
data items which give a good representation of the n 
data items sensed by the sensor. Now we present our 
algorithm in flow chart format. Our algorithm is a 
federal algorithm which executes independently at 
the sensor nodes and the cluster-heads. The algorithm 
for sensor nodes and cluster-heads and so we present 
them as follows. For simplicity, we assume that K is 
equal to k here. The LEACH allows only single-hop 
clusters to be constructed. On the other hand, in [2] 
authors proposed the similar clustering algorithms 
where sensors communicate with their cluster-heads 
in multi-hop mode. However, in these homogeneous 
sensor networks, the requirement that every node is 
capable of aggregating data leads to the extra 
hardware cost for all the nodes. Instead of using 
homogeneous sensor nodes and the cluster 
reconguration scheme, the authors of [17] focus on 
the heterogeneous sensor networks in which there are 
two types of nodes: super nodes and ordinary sensor 
nodes. The super nodes act as the cluster- heads. The 
ordinary sensor nodes communicate with their closest 
cluster-heads via multi-hop mode [21].. The major 
objective of federal approach is to use the sensor 
networks, like authors used in [17]. Federal 
approaches an interconnected set of clusters covering 
the entire node population. Namely, the system 
topology is divided into small partitions (clusters) 
with independent control. Using a clustering 
approach, sensors can be managed locally by a 
cluster head, a node elected to manage the cluster and 
responsible for relaying data to other cluster heads or 
the sink. In addition, clustering provides inherent 
optimization capabilities at cluster-heads, such as 
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data pre-processing. Federal approach is a simpler, 
but sub-optimal scheme where the nodes employ the 
mixed communication modes: single-hop mode and 
multi-hop mode periodically. This mixed 
communication modes can better balance the energy 
load efficiently over WSNs and have already used in 
[16]. In addition federal approach will tend to 
preserve its structure when a few nodes are moving 
and the topology is slowly changing. Otherwise, high 
processing and communication overheads will be 
paid to reconstruct clusters. Within a cluster, it is 
easy to schedule packet transmissions and to allocate 
the bandwidth to data traffic. From an energy 
standpoint, the advantages of our proposed protocol 
federal approach are as follows: First, by routing all 
data through the local cluster heads, the nodes avoid 
high power long distance wireless transmission to the 
base stations. Only the cluster heads (which are the 
powerful nodes) have to do it. A cluster head can 
reduce the transmission energy expenditure by 
aggregating the collected data from its cluster before 
relaying them to the base stations. This reduces the 
overall network-wide transmission energy 
expenditure. Since the monitoring applications are 
often interested only in geographically aggregated 
data rather than per-node data, aggregation at cluster 
heads is highly desirable for extending the lifetime of 
sensor networks [13]. 

 

Fig. 1  Phase –I: K-means algorithms 

 

 

Fig. 3 Phase –II: K-means algorithms 

 

Fig. 4 Phase –III: K-means algorithms 

Distributed approach: we study Distributed clustering 
protocols that have we performs IV phase in WSNs 
as shown in Fig. 5. The performance of two popular 
schemes, HEED and HIDCA protocols, Node 
clustering has been widely studied for WSNs and 
many clustering algorithms have been proposed in 
the literature, such as LEACH, HEED, and HIDCA.  
The Highest Identifier Clustering Algorithm 
(HIDCA), modified from [7], is a primitive clustering 
protocol. Initially, during the node discovery stage, 
each sensor node exchange information to determine 
its neighboring nodes. Then, each node compares its 
ID with those from its neighbors. If its own ID has 
the smallest number, the node will become the cluster 
head and all other nodes will request to join the 
cluster and hence become cluster members. After the 
cluster is formed, the cluster head, that is, the node 
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with lowest ID, sends control packets to maintain the 
operation of the cluster. No cluster head rotation is 
considered in this protocol. The cluster head keeps 
serving for the cluster until its battery power is 
depleted, during which another round of clustering 
process will take place and the node with the second 
lowest ID will be selected as the cluster header. 
Similar step continues step I, step II, step III, step IV 
until all nodes in the network are out of service. The 
Low-Energy Adaptive Cluster Hierarchy (LEACH) 
combines the MAC (Medium Access Control) and 
routing functionalities. In LEACH, clusters are 
generated based on the optimal number of cluster 
heads, which is calculated using the prior knowledge 
of uniform node distribution. 

 

Fig. 5 Phase –IV: Distributed approach   

The cluster head determines a TDMA schedule for 
each sensor nodes within its cluster. Global 
synchronization is usually required, which consumes 
significant amount of network resources. Moreover, 
the cluster diameter in LEACH is assumed to be 
unlimited, which may result in the generated cluster 
members being located far away from the cluster 
head and each other In HEED, clusters are generated 
without any assumption about  node distribution. The 
cluster diameter is limited and fixed, and a cluster 
head rotation scheme is employed for load balancing. 
Although HEED can achieve a good load balance in a 
small area, the traffic loads in different areas are still 

unbalanced, thus leading to unbalanced energy 
consumption in the whole network.  It should be 
pointed out that both LEACH and HEED are cluster 
head-centric algorithms, which first select cluster 
heads based on a selection policy, such as the node 
with the largest residual energy, and then adds each 
non-cluster-head node into the cluster of its nearest 
cluster head or the cluster head with some predefined 
property, such as the largest node degree.       

 

IV. CONCLUSION 

In this paper, we describe an energy-efficient 
clustering algorithm in wireless sensor network. We 
studied classic clustering algorithms in wireless 
sensor networks and find two main reasons causing 
unnecessary energy consumption, which are fixed 
operation periods and too much information 
exchanged in cluster-heads selection. We proposed 
clustering methods with less communication 
overhead for clustering. Based on federal 
management in k-means algorithm effective 
clustering and distributed algorithm.  
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