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Abstract — In the technological world there are
number of technologies which are generating a
large amount of data day by day that leads to
formation of a technology called Big Data. Big Data
deals with the large and unstructured data that can
be computationally analysed to reveal the trends and
patterns of a data. In this paper the basic program
called Word Count Map Reduce program executed
in apache hadoop with a single node setup. Altering
in input files and reducing the number of tasks that
makes the changes in execution of a program. The
aim of this paper is running the Word Count
program with different parameters.
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I. INTRODUCTION

Big Data term defines the collection of large data
sets, where the data is in structured and unstructured
formats. Structured data can present in the form of
table format. So the data can be easy to analyze and
processed by using data mining tools. Unstructured
data refers the data does not have any table format
i.e. it does not have any structure. So it is not resided
in any traditional databases. Several challenges are
encountered in big data while processing, storing
and analyzing the data. To fast process the large
volume of data within the short period of time, a tool
is required which is called Hadoop. Hadoop is open
source software which is developed by Apache for
reliable, scalable and distributed computing. Apache
Hadoop is a framework it uses simple programming
models for distributed processing of large volume of
data sets through the clusters of computers. It is
designed to set up from single server to group of
machines, each system offers the storage and local
computation.

HDFS and Map Reduce are the two major concepts
of Hadoop. Both the Map Reduce and Hadoop are
related to distributed computation. Basically Hadoop
architecture is same as distributed master slave
architecture l.e. in master slave only one system acts
as master and remaining systems acts like servers.
The use of Hadoop Distributed File System is for
distributed and storage for computational
capabilities. The purpose of Hadoop is for
partitioning the data and it perform parallel
computing for large data sets. In Map Reduce master

schedules the work on the slave nodes. And the
HDFS master is responsible partitioning and
computing the data from slaves and it keeps track of
the data where it is located.

Il. RELATED WORK

In Map Reduce word count is one of the primary
program. For easy understanding the simple map
reduce performance model was done by using word
count program. In this paper Map Reduce
performance model was evaluated by changing the
size of input file and modifying in map spilt
granularity. By altering the size of input file the map
reduces performance model can be identified. If
there is increase in size of input file then the
execution time of word count program can increase.
If the size of input file is small then the execution
time of word count program will be less. This paper
explains the map reduce performance model can be
evaluated by changing the size of the input file based
on it the variations can be done in word count
program executions.

I1l. INSTALLATION OF HADOOP

Before executing the word count program in
Hadoop. Hadoop is an open source software
framework it was written in java. Hadoop is used to
run the applications on large clusters. First install the
Hadoop framework in single node. Before installing
the Hadoop framework the java software need to be
installed. In .bashrc file set the java and Hadoop path.
And configure the files called core-site.xml,hdfs-
site.xml,mapred-site.xml,yarn-site.xml ~ which is
present in Hadoop folder. To run the Hadoop first
format the name node as

Hadoop name node —format

Hadoop namenode format it used to start the
namenode in Hadoop

After starting namenode in Hadoop the dfs and yarn
daemons are used to run
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Browsing HDFS By http://ubuntu:6042/node x

ubunty
contamers

hduser@ubuntu: /usr/local/hadoop

hduser@ubuntu: /usr/local /hadoop$ hadoop namenode -format
DEPRECATED: Use of this script to te hdfs command is deprecated.
Instead use the hdfs command for it.

17/07/19 10:38:02 INFO namenode.NameNode: STARTUP_M:
AR AR R R AR AR R AR R R R AR E AR AR AR AR AR AER AR AR AR
STARTUP_MSG: Starting NameNode

host = ubuntu/127.6.1.1

args = [-format]
STARTUP_MSG version = 2.7.3
STARTUP_MSG:  classpath = /usr/local/hadoop/etc/hadoop: /usr/local/hadoop/share},
hadoop/conmon/Lib/conmo;
mon/1ib/jetty-util-6.1.26
digester-1.8.jar:/usr/local/hadoop/share/hadoop/common/1ib/jets3t-
/local/hadoop/share/hadoop/common/1ib/netty-3.6.2.Final.jar: /usr/loc:
are/hadoop/common/1ib/api-util-1.6.0-420. jar: /usr/local /hadoop/share/hadoop/co
on/lib/jackson-core-asl-1.9.13. jar: /usr/local/hadoop/share/hadoop/common/1ib/jsc
h-6.1.42. jar: /usr/local/hadoop/share/hadoop/common/1ib/log43-1.2.17. jar : fusr/Loc|
al/hadoop/share/hadoop/common/ib/hadoop-annotations-2.7.3. jar: /usr/local /hadoop|
/share/hadoop/common/1ib/commons-configuration-1.6. jar: /usr/local /hadoop/share/h
adoop/common/1ib/commons-cli-1.2.jar:/usr/local/hadoop/share/hadoop/common/1ib/c

- ommons-collections-3.2.2.jar: /usr/local/hadoop/share/hadoop/common/1ib/jack:
%&axry 1.9.13. jar: fusr/local/hadoop/share/hadoop/conmon/1ib/commons - lang-

Figure.1 Screenshot for starting of namenode.

After starting the namenode start all Hadoop
daemons like dfs.sh,yarn.sh by using the command

Start-all.sh

1y @) 10:44AM 3

hduser@ubuntu: /usr/local/hadoop
17/67/19 16:43:39 INFO namenode.NameNode: SHUTDOWN_MSG:
e
SHUTDOWN_MSG: Shutting down NameNode at ubuntu/127.6.1.1
B
hdusergubuntu: /usr/local/hadoop$ start-all.sh
This seript is Deprecated. Instead use start-dfs.sh and start-yarn.sh
17/07/19 10:43:54 WARN util.NativeCodeloader: Unable to load native-hadoop libra
ry for your platform using builtin-java classes where applicable
Starting namenodes on [localhost]
localhost: starting namenode, logging to /usr/localfhadoop/logs/hadoop-hduser-na
menode-ubuntu.out
localhost: starting datanode, logging to /usr/local/hadoop/logs/hadoop-hduser -dal
tanode-ubuntu.out
Starting secondary namenodes [0.0.0.0]
0.0.0.0: starting secondarynamenode, logging to /usr/local/hadoop/logs/hadoop-hd|
user-secondarynamenode-ubuntu. out
17/07/19 10:44:14 WARN util.NativeCodeLoader: Unable to load native-hadoop 1libral
ry for your platform using builtin-java classes where applicable
starting yarn daemons
starting resourcemanager, logging to /usr/local/hadoop/logs/yarn-hduser-resourcg
manager -ubuntu.out
localhost: starting nodemanager, logging to /usr/local/hadoop/logs/yarn-hduser-
odemanager -ubuntu.out

%}]'nduser@ubunm;/usr/locauhadmps 1

8
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Figure.2 Screenshot for starting all the nodes in
Hadoop.

To stop all the daemons like dfs.sh,yarn.sh stop-
all.sh command can be used

11.sh
h and stop-yarn.sh
7 WARN util.Nat Unable to load native-hadoop libra
for your platform... using builtin-java classes where applicable
Stopping namenodes on [localhost]
t: stopping namenode
datanode

5 Unable to load native-hadoop libra
for your platform... usi asses where applicable
ing yarn daemon

Figure.3 Screenshot for stoping all the nodes in
Hadoop.

Jps is a command it is used to check if all the
daemons in Hadoop are running are not.

Terminal

Places
hduser@ubuntu: /usr/local/hadoop
ry for your platform... using builtin-java classes where applicable
starting namenodes on [localhost]

localhost: starting namenode, logging te /usr/local/hadoop/logs/hadoop-hduser-na

menode-ubuntu.out

localhost: starting datanode, logging to fusr/local/hadoop/logs/hadoop-hduser-da

tanode-ubuntu.out
Starting secondary namenodes [0.0.0.0]

8.0.0.0: starting secondarynamenode, logging te /usr/local/hadoop/logs/hadeop-hd

user -secondarynamenode-ubuntu. out

17/07/19 10:44:14 WARN util.NativeCodelLoader: Unable to load native-hadoop libra

ry for your platform... using builtin-java classes where applicable
starting yarn daemons

starting resourcemanager, logging to /usr/local/hadoop/logs/yarn-hduser-resource

manager-ubuntu.out

localhost: starting nodemanager, logging to /usr/local/hadoop/logs/yarn-hduser-n

odemanager -ubuntu.out
hduser@ubuntu: /usr/local/hadoop$ jps
12180 NameNode

13060 Jps

12337 DataNode

12526 SecondaryNameNode

12819 NodeManager

12687 ResourceManager

%‘hduser@ubuntu:/usr/local/hadoopS 1
Figure.4 Screenshot for currently running nodes in

Hadoop.

After completing the installation steps in hadoop
login to browser by using the following links to run
the programs in hadoop.

http:localhost:8088.

T o) oA

‘All Applications - Mozila Firefox

instal... x | BrowsingHOFS B i appications

All Applications

Cluster Metrics

Apps | Apg s Containers Memory Memory
Submitted  Pending Running  Completed _Running
o 3

s oy
o o 08 s o8 s o o
Scheduler Metrics
Scheduler Type Scheduing Resource Type Minimum Allocation Maximum A

Capacity scheduer (MEMORY] <memory:1024, vCores 1 <memory:8192, vCores:3
show 20 | entres search

D User Name : : = State 5 P L

2 . Application Type. ¢ Queue ¢ StartTime *  FishTime Fnalstatus ¢ Progress ¢ Tracking Ul

No data available in table

Showing 0t0 0 of 0 entries

Figure.5 Screenshot for hadoop login page .

http:localhost:50070.

Namenode Information - Mozilla Firefox

SSUBMRY ':menode nformation

Hadoop  Overview | Datanodes  Datanode Volume Fallres  Snapshot  Startup rogress  Uifes -

Overview
Summary

Safemode s of.

8 fles and directories, 2 blocks = 10 total flesystem objectts).

of 88.54 M Heap I

Non Heap Memory used 38.14 MB of 47.06 M8 Commited Non Heap Memory. Max Non Heap Memory s 118 5.

Configured Capacity: 136668

Figure.6 Screenshot for hadoop overview page..
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IV. EXECUTION OF WORD COUNT PROGRAM USING
MAP REDUCE TECHNIQUE IN SINGLE NODE
HADOOP

Word Count is the basic program in Hadoop. The
source code of Hadoop downloaded in Apache

site .In this paper the Hadoop-2.7.3 version was used.

Word Count Program present in the examples of
Hadoop it is in the form of jar file. Word Count
Program reads the input file called text file and it
counts the occurrences of each word which is
present in the text file. Both the input and output
files are text files. Each line has words the word
count program counts the text file words and the
words how repeatedly it occurred it is separated by
tap. The program accommodates map and reducer
interfaces to implement the map and reduce tasks.

A. Mapper

Mapper used to map the group of input keys or
value pairs to a group of intermediate keys.
Whatever the given input keys may maps to zero
or it can map to output keys. In Hadoop map
reduce framework based on Input Split the Input
Format for the job can be generated. All the
Intermediate keys are combined with output keys
are consequently grouped by Hadoop framework
and it can be passed to reducers to identify the
final output. The Mapper outputs can be sorted
and it is partitioned per reducer. The number of
reduced tasks for the job is same as total number
of partitions done by the Mapper.

B. Reducer

Reducer can reduce the set of intermediate keys
which share the keys to small group of values.
Job.setNumReduceTasks(int) command used to
reduce the number of tasks in a job. Reducer had
three phases:Sort,Shuffle and Reduce. In sorted
phase output is sorted and returns the value. In
shuffle phase output is collected from the mapper
phase.

V. STEPS TO RUN THE WORD COUNT PROGRAM IN
HADOOP WITH DIFFERENT TEXT FILES.

A. Starting all hadoop daemons
Before running the program in hadoop first start
all daemons by using the following commands.

Hadoop namenode —format
Start-all.sh
Stop-all.sh

B. Running the programs in hadoop by using the
following commands.
To execute any programs in hadoop, create the
input and output directories in hdfs by using the
following commands.

-mkdir -p /user/hduser

bin/hdfs dfs -put /home/mapreduce/desktop/data
input

bin/hadoop jar share/hadoop/mapreduce/hadoop-
mapreduce-examples-2.7.3.jar  wordcount input
output

s
EN
H

1y 1) 1047AM 3%
usr local Q
Places

hduser@ubuntu: fusr/local/hadoop

 hduser@ubuntu: /usr/local/hadoop$ hadoop fs -mkdir -p fuser/hduser
17/07/19 10:45:11 WARN util.NativeCodeLoader: Unable to load native-hadoop libra
ry for your platform... using builtin-java classes where applicable
hdusergubuntu: /usr/local/hadoop$ bin/hdfs dfs -put /home/mapreduce/Desktop/data
input
17/07/19 10:45:31 WARN util.NativeCodeLoader: Unable to load native-hadoop libra
ry for your platform... using builtin-java classes where applicable
hduser@ubuntu: /usr/local/hadoop$ bin/hadoop jar share/hadoop/mapreduce/hadoop-mal
preduce-examples-2.7.3.jar wordcount input output
17/07/19 10:45:51 WARN util.NativeCodeLoader: Unable to load native-hadoop libra
ry for your platform... using builtin-java classes where applicable
17/07/19 10:45:53 INFO Configuration.deprecation: session.id is deprecated. Inst
ead, use dfs.metrics.session-id
17/07/19 10:45:53 INFO jvm.JvmMetrics: Initializing JVM Metrics with processName
=JobTracker, sessionId= 1
17/07/19 10:45:53 INFO input.FileInputFormat: Total input paths to process : 3
3 INFO mapreduce.JobSubmitt mber of splits:3
4 INFO mapreduce.Jobsubmitter: Submitting tokens for job: job_lo

17/07/19 10:45:54 INFO mapreduce.Job: The url to track the job: http://localhost|
:8080/

17/07/19 10:45:54 INFO mapreduce.Job: Running job: job_local622272520_ 6001

- 17/07/19 10: 4 INFO mapred.LocalJobRunner: OutputCommitter set in config null
L‘i.““l?/m/l? 10:45:54 INFO output.FileOutputCommitter: File Output Committer Algorit|

®
®
)
B
B
2

Figure.7 Screenshot for running the word count
program in hadoop.

T43AM
x|
€ (0 /localhost 2 @ Searc %t E »

Browsing HDFS - Mozilla Firefox L)

Hadoop 2.6-Installi... % EEGIEILEIE BB All Applications

Browse Directory

Juser/hduser/output Go!

Last Block
Permission Owner Group Size Modified Replication Size Name
T hduser supergroup 0B  7/17/2017, 1 128 SUCCESS
7:26:43 AM MB
T hduser supergroup 123 7/17/2017, 1 128  part-r00000
B 7:26:43 AM MB

B = o B [0S | @

Hadoop,
2016,

Figure.8 Screenshot for storage of input files in
hadoop.

bin/hadoop fs —cat */output
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Figure.9 Screenshot for output of word count
program in Hadoop.

VI. RESULTS

In VMware environment the ubuntu-14.04
operating system were installed. It is a single node
set up. In ubuntu environment Hadoop-2.7.3
framework was install by using various commands.
After installing Hadoop the word count program was
executed by inserting text file in it.

In the execution of a word count program first the
input text files need to be store in hdfs. For different
executions of word count program the different input
text files can be stored in hdfs based on it execution
time of word count program can vary.

Size of input file Execution time in
seconds

100MB 150

300MB 255

1GB 600

Table 1:Table for input file size and its execution
time

700

600
500
400
300
200
100 :.
O 1 T T T 1

100 MB 300MB 1MB

Figure 10: Graph for input file size varying in
job execution time.

X axis —Size of input file
Y-axis-Execution time of a job.

The above bar graph shows the different
execution time for different input file sizes.

Vi1. CONCLUSION AND FUTURE WORK

In ubuntu operating system in single node set up
Hadoop framework was installed. In Hadoop word
count program executed with different input file
sizes where in each file execution time will be vary.
In this paper the author observed by increasing the
size of file there will be increasing in the execution
time of a file. But in future work it will be extended
to multi node cluster.
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